
 

  

2015 V2 

Venusense 

2015 V2 

Application Delivery Product Technology White Paper 



Venusense Application Delivery Product Technology White Paper 

2 / 62 

Beijing Venustech Inc. 
http://www. venustech.com.cn 

Abbreviations 

ADN Application Delivery Network  

ADC Application Delivery Controller  

SLB Server Load Balancing  

LLB Link Load Balancing  

GSLB Global Server Load Balancing  

DSR Direct Server Return  

RTT  Round Trip Time   

SNAT  Source NAT   

SNMP  Simple Network Management 

Protocol  

 

SSL  Secure Socket Layer   

URI  Uniform Resource Identifier   

URL  Uniform Resource Locator   

VRRP  Virtual Router Redundancy 

Protocol  

 

HA High Availability  

DNS Domain Name Server  

LDNS Local DNS  
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Chapter 1  Concepts and Core Values for Application Delivery Product 

1.1 Overview of ADN (Application Delivery Network) 

Internet is essentially a kind of end-to-end technology. In fact, any complex 

application will eventually be attributed to data exchange between Client and Server, but 

its processes that go through the Internet are complex. For ISP of the application, the 

service will not run normally or result in low efficiency if any of these processes are not 

handled properly. For example: 

À Problems on application performance bottlenecks, stability and scalability; 

À Problems on network delay arising In case of route bottleneck While accessing 

different ISP; 

À Problems on reasonable distribution and access efficiency when broadband user 

and narrowband users (mobile terminals) coexists: 

À Problems on  network attack and related security issues of the application 

system; 

À Problems on the overall operating efficiency and user experience improvement 

of application system. 

 

Application Delivery Networks ( ADN) is a set of technical system that  used to 

guarantee stable and efficient data exchange between Client and Server, which provides 

user service through Web-Based browser and Internet. According to the explanation from 

Gartner, the world's leading IT research and advisory company, ADN products mainly  

consists of two fieldsðWAN Optimization Controller (WOC) and Application Delivery 

Controller (ADC). WAN Optimization Controller products are primarily used to realize data 

compression between multiple data centers or branch offices and headquarters, thus 

improving transmission efficiency and saving bandwidth costs. 

ADC products derive from Load balancing product, With load balancing products, it 

can associate multiple servers that provide same service via providing unique access IP 

address (Virtual Service ) externally and providing address pool internally, Therefore, the 
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incoming traffic can be distributed to these servers according to pre-defined policy, while 

the status of these servers will be monitored. If one of the servers crashed, the traffic can 

be reallocated to the other normal server. The ISP can always increase or decrease the 

number of servers in this pool to meet the needs of the service change,in this way the 

availability and elastic expansion in the WEB server side is established.. 

In addition to load balancing, ADC takes great concern about all aspects of the entire 

application delivery, including Client side, Server side and overall efficiency of data 

exchange through the network nodes. ADC can realize traffic  balancing in a more 

specific manner based on  the access content by users, as well as exchange content 

according to the user's own information such as browser type, Cookie and other L7ôs 

message. ADC can identify applications, as well as accelerate and optimize the process. 

Meanwhile, ADC   can also perform server pressure Offload , including SSL protocol, 

content compression, Cache, and TCP connection, so that server resources can be used 

in their own service system with higher priority, thus enhancing the efficiency of the entire 

system. 

1.2 Core values of application delivery product 

 Application Delivery product focuses on all aspects of entire application delivery, 

while the core value aims to protect the application's following elements: 

High performance --- Meet the needs of business development, and have 

sufficient elasticity to expand. 

High efficiency --- Offload server pressure and enhances the efficiency of the 

entire service system. 

High availability---service backup and redundancy. Guarantee uninterrupted 

and stable operation of the service, and improve the user experience. 

Security---Guarantee the service security to prevent intrusion and data leakage. 
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Chapter 2  Venusense Application Delivery Solution Overview 

The development of Venusense Application Delivery Overview is based on 

strong technical accumulation,constantly exploration, the professional and effective 

ADC solutions are not only guarantee the continuous and reliable operation of the 

user application, but also save userôs investment and it brings better user experience. 

 

2.1 Solution Consisting  

In order to meet the effective, fast and secure delivery requirement of application, 

Venustech launched integrated solution for Venusense ADC,including: server load 

balancing, application optimization and acceleration, link load balancing, global server 

load balancing, WAN optimization and security products ,etc. 
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2.1.1 Server Load balancing 

Server load balancing is mainly used to manage the  the access and feedback traffic 

of the server. Venusense ADC will intelligently distribute the access traffic to the optimal 

server through various static and dynamic load balancing algorithm. Meanwhile, 

Venusense ADC will take advantage of its high-performance multi-core hardware 

platforms and TBOS software systems to realise traffic compression , cache  perform 

hardware encryption and decryption in real time , meanwhile take over the task which 

requires a large amount of serverôs computing resource, thus making the server focus on 

its own task processing to achieve the improvement and efficiency enhancement of the 

entire system. 

Venusense server load balancing solution consists of load balancing, application 

acceleration, server offloading etc. 
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At the same time, Venusense ADC also provides professional anti-DoS, Firewall and 

Web application firewall functions, thus further enhancing the security and reliability of 

applications. 

2.1.2 Global Server Load Balancing 

Global server load balancing - GSLB (Global Server Load Balancing) is a kind of 

solution that is used to immunize the servers from the access interruption and enhance 

the response capability of overall service system by deploying multiple data centers 

around the world. By deploying Venusense ADC, load balancing across multiple data 

centers can be realized, and redundancy and disaster recovery between data centers also 

can be performed. Based on intelligent algorithms, Venusense ADC can guide userôs 

access to data center that is closest to the user and has the minimum delay, thus 

achievingthe scalability of entire service system and also effectively improving the user 

experience. 

VenusenseADC has provided built-in intelligent DNS systems and IP location 

information database. The companies can use ADC device as domain authorized 

publisher, configure multiple IP addresses for data centers to match with DNSA record. 

When receiving userôs DNS request, it will return the most optimum data center address 

corresponding to this domain by determining the userôs geographical and combing 

dynamic detection algorithm or static policy. 
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In addition to dynamic intelligent  parse mode, Venusense ADC also provides 

multiple global server load balancing solutions such as static proximity policy, HTTP 

redirection and IP AnyCast technology. We can provide the most flexible options to the 

companies, and also have the ability to realize network compatible with other global 

server load balancing product. 

2.1.3 Link load balancing 

According to China's ISP access situation, enterprises often choose to rent a number 

of ISPsô line to realize Internetôs link backup and bandwidth overlay. Venusense ADC can 

dynamically monitor the link status in real time, offers a variety of static and dynamic traffic 

balancing mode, as well as effectively enhance the efficiency and overall performance of 

the multi-link access. 

When the company deploys the external service application server, Venusense ADC 

can perform intelligent DNS resolution according to the userôs ISP network, geographical 

distance, or the bandwidth quality of current link to help users choose the best link to 

access, thus effectively avoiding bandwidth bottlenecks and latency increasing and other 

problems caused by inter-ISP access, and providing the best user experience. 
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À Outbound address access 

When internal network users initiate external connection request, Venusense 

ADC products provide a variety of static and dynamic link balancing algorithms to 

select the most appropriate allocation of link traffic. Static algorithms include: polling, 

rate and weighting etc. Dynamic algorithms include: Minimum connection, minimum 

flow rate, minimum delay etc. 

VenusenseADC enables ISP route selection, namely select the matching ISPôs 

link export according to user request addresses, thus avoiding the low efficiency 

when making inter-ISP access. 

À Inbound access 

When the enterprise internally provides external service systems, like ERP 

systems, mail system or other online service transaction system, the VenusenseADC 

can be used as authoritative domain name publisher, and bind multiple ISPsô link 

access IP addresses to the same domain A record. Therefore, after combining ISPôs 

IP location information libraries and static configuration policies, ADC can intelligently 

handle external userôs DNS requests and return the best link access address. 

2.2 Deployment mode 

Venusense ADC supports serial access, parallel access, L3 access, transparent 

mode access, DSR mode and other access modes. The enterprise can choose the most 



Venusense Application Delivery Product Technology White Paper 

13 / 62 

Beijing Venustech Inc. 
http://www. venustech.com.cn 

appropriate access mode based on the current network health and service plan. 

2.2.1 Serial deployment L3 access 

In this model, Venusense ADC will connect to the network in serial access mode, and 

all traffic will be processed by the ADC device. While under normal circumstances, Virtual 

Services (VS) on the ADC device can be configured as public network IP address, and the 

internal server is configured as a private IP address. The typical serial network is 

structured as follows, Venusense ADC will adopt HA mode and realize dual-link 

cross-connection with the upper and lower switches, which features clear network 

architecture, and strong redundancy and reliability. 

 

 

2.2.2 Serial transparent deployment 

With this deployment mode, it can make virtual service address (VS) of ADC device 

and the server locate in a network segment without changing the existing structure of the 

user's IP address. The working mode of serial access transparent deployment is similar to 

the normal serial access. 

2.2.3 Bypass deployment L3 access 

With ADC product deployed in a bypass mode, it can easily and quickly deploy ADC 
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into the network without changing the existing network structure changes, while the ADC 

working mode is relatively similar to the serial deployment, but the ADCôs Virtual service is 

configured to public address, and Internal server is configured to private IP address. ADC 

devices and servers seperately belong to different VLAN of the switch. When the ADC 

distributes the data to the server, the source IP address will be translated, The message 

source IP address sent to the server will be changed to the IP address of the ADC device 

itself to ensure that traffic returned by the server will also pass through Venusense ADC. 

 

 

2.2.4 Bypass deployment transparent access 

The work mode is similar to the L3 access, except that the Venusense ADC and the 

server allocates to a VLAN, Venusense's VS addresses and servers are configured to the 

same IP network segment, which can direct the gateway address of the server to the ADC 

device's IP address in this case, While the ADC device uses client real address to 

establish connection with the server, rather than NAT source address translation the NAT 

source address. 

2.2.5 Triangulation of bypass deployment 

Triangulation, also known as Direct Server Return (DSR) mode, is a special case 

ofbypass deployment. In this mode, only inbound traffic will be transferred into the ADC 

device. The ADC device will distribute the traffic according to the pre-definedload 

balancing strategy, while the server return traffic will not pass through ADC devices. Due 

to the typical asymmetry of the Internet traffic(namely the traffic in the request directionis 
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relatively small, and the vast majority of the traffic will concentrate in the direction of the 

server response) the ADC device will process only the traffic in the traffic request, while 

the traffic returned by the server will be directly returned to the client rather than passing 

through the ADC device, thus greatly enhancing the processing capabilities of the ADC. 

 

 

Triangulation mode does not support some functions that need to modify the server 

return such as Cookie-based session persistence, response rewrite and seven functions. 

It cannot achieve caching and content compression functions. 

Chapter 3  Server Load Balancing 

3.1 Server Load Balancing 

ADC can create one or more virtual service VS (IP: Port) on the device, to map the 

internal server pool to provide one or more external applications. Internal servers will be 

added to the address pool when the external traffic accesses VS. The ADC will select an 

available server from the address pool to serve as application server according to the 

pre-defined load balancing algorithm. ADC will simultaneously perform health check for 

each server node in real time. If an ADC failed to provide service due to its failure, the 

server will be removed from the available list in the pool and the traffic will not be 

distributed. 
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3.1.1 Load balancing algorithm 

Venusense ADC supports comprehensive load balancing policy, namely it can realize 

dynamic algorithm load balancing based on the preconfigured static algorithm and current 

operating state. 

Static algorithms include: 

À Round Robin ïdistribute the traffic to each server in order. 

À Ratio) - Specify a weight value for each server based on the performance of 

the server and distribute the traffic to the server according to the distribution 

ratio. 

À Priority - When multiple pools of servers are used, it will specify a priority to 

each pool of servers and distribute the traffic to high-priority server pool by 

default, and select the backup server pool if the sets of server fail. 

Dynamic algorithms include: 

À Least Connection - ADC will first distribute the traffic to the server with the 

fewest connections. 

À Fastest - ADC will select a server with fastest response to distribute the 

traffic by comparing the delay of server return packet. 

À SNMP monitoring ï the device will read the real time operational status of 

the server via SNMP client, including CPU, memory and I/O information, and 

configure the threshold for each type of real time information, and will not 

assign the message to this server if the value exceeds this threshold value. 

À Observation mode (Observed) - Select servers for the new request based 

on the minimum connection and fastest mode, as well as the best balance. 
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Server smooth access and exit: 

 When a new server accesses or the server is restarted, ADC system can 

gradually allocate the traffic to the new access server to avoid excessive system 

resource consumption or slow application response arising from failing to load 

some server's processes, thus achieving access to the server smoothly. 

Administrators can also manually operate to let a server exit the traffic sharing. 

Meanwhile, the ADC system will no longer distribute new traffic to the server, but 

the server's existing connections will remain until the connection ends. 

3.1.2 Health check policy 

Health Check refers to the periodical real time inspection for the operational status of 

the server. Once a failure server is found, the server will be removed from the traffic 

sharing. Venusense ADC provides a wealth of health check policies, and can realize very 

flexible load balancing policy if it combines with the load balancing algorithm. 

À TCP SYN-sends TCP SYN packet to the destination server. If the correct 

response is received, it means that the server is working properly. 

À Ping- sends ICMP request packet to the destination server. If the correct 

response is received, it means that the server is working properly. 

À HTTP/HTTPS Get - sends HTTP or HTTPS protocol Get message to the 

destination system and request a dedicated URL. If the correct response is 

received, it means that the server is working properly. 

3.1.3 Session persistence policy 

The Session persistence means that the subsequent related request packet will 

assign to the same server to protect the continuity of service if the traffic is distributed to a 

server according to the load balancing policy. For example, numerous e-commerce 

applications or systems that require user authentication, several times of data exchange 

between user and server shall be performed to complete a transaction or authentication 

process, and the exchange packets of this process shall be allocated to the same server. 

 Venusense ADC supports six categories and eight kinds of modes to maintain the 

session, namely the session can be maintained based on the source IP address, Server 

ID and other static information, and advanced Session persistence mode can also be 

realized through inserting and rewrite Cookie. Each sessionôs retention efficiency, 

granularity and application scenarios are different, and the application server's 

configuration requirements are not the same. Session persistence based on source IP 

address only need to process L4 information, so it has the highest efficiency and does not 

require the server to make any configuration, but its granularity is relatively large. If the 
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client has widespread NAT translation, or some IP service segments have larger request,  

this traffic will be kept and sent to a fixed server, thus causing the imbalance of traffic load. 

 Cookie-based insert, Cookie rewrite, Server ID and other seven information Session 

persistence mode will make the retention strategy and browser information interrelate, 

and let the traffic distribution become fine-grained and more balanced. While the working 

efficiency for the Session persistence mode of seven-layerôs information is not efficient as 

the source IP session. In addition to Cookie insert mode, other mode such as Server ID, 

sessionid, Cookiere writing etc. generally require the application to make the appropriate 

configuration. 

 Venusense ADC supported Session persistence modes: 

À Based- source IP address - related packets from the same source IP address will 

be distributed to the same server. 

À Based-Server ID- record the Server ID information returned by the server, look 

Server ID from URL request packets or Cookie information and obtain backend 

server information after decoding, and then ensure that requests with fixed 

Server ID information are distributed to the fixed server. Server ID requires to 

perform manual configuration on the web server. ADC does not require the 

modification of the data packets 

À Based-Session ID- Server ID similar manner, record Session ID information 

returned from the server, look Session ID from request packets URL or Cookie 

information, and obtain backend server information after decoding, and then 

ensure that requests with fixed Session ID information are distributed to the fixed 

server. Session ID is automatically generated by server, ADC product does not 

require the modification of the data packets. 

À Cookie-based insertion - The mode enables to modify the packets returned from 

server, insert fixed Cookie information and then return to the client browser. The 

client subsequent request in the client contains Cookie information, ADC will 

send to specified server based on this information. Such retention mode enables 

to modify the length of the packet, which can be realized without modifying any 

configuration of application server. 
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À Cookie-based rewrite - after the server receives HTTP request, the response 

packet will be added a blank Cookie to return to the ADC device, and ADC will 

write the session persistence value in this blank Cookie, and then return to the 

client. The subsequent procedures are similar to the insert Cookie. The 

subsequent request packets of the client will contain the rewritten Cookie, ADC 

will select the specified server based on this information. The difference between 

Cookie rewrite and Cookie insert is: the requirement for modifying the length of 

the packet in Cookie rewrite is not mandatory and the efficiency will be higher. 
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À Based-customized header - application service itself defines a URL Header 

information, and hope ADC to perform load balancing. In this way, ADC device 

will record Header information returned by the server, and perform matching 

operation in the client's subsequent request, and will forward to the specified 

server if the match succeeds. This allows application service program to 

customize their session persistence policies. 

À Based-SSL Session ID - when the first request arrives, backend server will be 

assigned according to the load balancing algorithm. In the server's response, it 

will remove the SSL Session ID according to the SSL protocol, and will save the 

backend server information assigned by the SSL Session ID and the configured 

timeout into a table. When subsequent requests arrive, ADC will find backend 

server information in the table according to SSL Session ID in the request. If the 

time is found within the timeout period, it will remove the backend server, and 

update the timeout, and then send the request to coresponding server. 

3.2 L7 content exchange 

L4 exchange realizes traffic distribution mainly relying on IP and TCP/UDP 
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layerôs information, However, the complexity of the application and continuous 

improvement of user experience demands, sometimes it will require to return different 

presentation content for different types of users, such as: 

À Distribute mobile user's mobile phone/pad browser requests to the 

specially optimized and  destinated server. 

À Distribute the request for pictures, documents, videos and other static 

content to cache servers. 

À Return appropriate page to users in different locales based on 

browserôs own language settings. 

À Realize read and write separation according to the HTTP request mode, 

HTTP read (get) requests will be distributed to the cache server, HTTP 

write (post) requests will be distributed to the server that is responsible 

for handling dynamic content. 

Venusense ADCôs L7 content exchange can identify the content of user requests 

packet, such as URL information, application data types, Cookie information, browser 

type, HTTP mode etc. and will assign the traffic to the corresponding application 

server. 

 
 

 

 Venusense ADC will identify service class via http-class, while the http-class will 

define according to the host addresses, URI path, header information and Cookie. Each 

http-class can associate with a server address pool, and then refer one or more of 

http-classes in the virtual service (VS) configuration. When a client accesses to virtual 

services, ADC device will perform http-class matches, the matching request will be 

assigned to the corresponding address pool. 
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3.3 Application security protection 

3.3.1 Status firewall and traffic management 

Venusense ADC provides professional-level security firewall features, which can 

flexibly configure enabling or disabling access policies for each virtual services (VS). 

Unlike switch or routerôs ACL, Venusense ADC system will filter the firewall based on the 

status packet, which can effectively protect the access security of each application 

service. 

Venusense ADCôs firewall also includes traffic management features, which can limit 

the maximum bandwidth and minimum bandwidth for data streams that access to certain 

type of VS. When there are multiple application systems running in the system 

simultaneously, it can effectively implement bandwidth restriction and bandwidth 

reservation for each application in this way. 

3.3.2 Anti-L4 DDoS attacks 

With the intelligent algorithms, Venusense ADC supports most of DDoS attacks, 

including TCP SYN Flood attacks, TCP blended attacks, UDP blended attacks and ICMP 

attacks. With intelligent algorithms, it effectively identifies attacks and normal traffic to 

ensure the normal operation of the service. 

3.3.3 Anti- HTTP - DDoS attacks 

Compared to L4 DDoS attacks, L7 attacks based on HTTP are more difficult to 

prevent, as conventional technology is difficult to distinguish between the normal traffic 

and attack traffic. One of the attacks is called the CC attack mainly using proxy servers to 

generate numerous HTTP requests and quickly consume web application server 

resources, which is the typical attack. 

After you enable anti-CC attack, Venusense ADC will dynamically insert a dedicated 

Cookie in the HTTP response returned by the server. When accessing the browser 

normally, the Cookie will be carried back and be treated as "chickenôs" proxy server and 

will not be recognizable, and will not be carried in the next request, so that the Venusense 

can distinguish normal traffic and attack traffic, and the attack traffic will be directly 

discarded. 

3.3.4 Server connection management 

Venusense ADC will set the maximum number of concurrent connections threshold 

for each application, which can not only protect the application server resources, but also 
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can prevent certain applications from consuming too much system resources, resulting in 

other applications can not perform normal service. 

3.3.5 Information leakage prevention 

À HTTP header information hiding: Venusense ADC can erase specified information in 

the response header from the server, such as web server name and version number. 

It can also modify the real link directory in server to hide critical information. The 

allowed header can also be defined in the Response, whereas the other header 

information that does not satisfy the requirement will be deleted from the packet. 

À Cookie Encryption: the plaintext Cookie information in the server response packets 

will be encrypted, and then sent to the client to prevent certain critical 

information(such as user accounts, online banking data) that is stored with Cookie 

from intercepting during transmission. In response to the client process, the Cookie 

information will be decrypted and sent to the application server, which facilitates 

unified management of application system and reduces the pressure of application 

system. 

3.4 HA high availability and device cluster 

3.4.1 HA high availability 

Venusense ADC supports Dual-system Active-Standby and Active-Active modes of 

operation. During running, HA will monitor operational status of end devices via dedicated 

"heartbeat" in real time. When the heartbeat monitor fails or other trigger switch condition 

occurs, the traffic on the failure device will be taken over to ensure that the applications 

are running uninterruptedly. Venusense ADCôs HA module supports configuration 

synchronization and connection information synchronization. 

À Active-Standby mode: one of ADC device is active, another one is in the Standby 

state, all traffic will be forwarded by the device in the active state. The standby device 

in standby state will monitor the operating state of master device via "heartbeat" in 

real time. When the normal heartbeat packet cannot be monitored, the standby 

device will switch to Active status, and will update ARP cache of upstream and 

downstream device via free ARP to achieve the takeover of traffic. 
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In addition to the backup device can initiatively take over when the abnormal 

heartbeat is found in the master, the master device in active can also initiatively exit from 

the Active state, according to some other trigger condition. Triggering conditions include: 

Whether the predefined remote IP address with port status monitoring is reachable.. 

À Active-Activemode: two ADC devices simultaneously are in Active state and will 

forward the traffic together. When different VS (virtual services) are running on two 

ADC devices, and one of them fails, all Virtual Service traffic running on the device 

will be taken over by another device. Under normal circumstances, the master-master 

mode can be used with DNS load balancing to work together. 
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When users request to access www.abc.com, it shall first initiate DNS request, host 

name corresponding to DNS server is configured as abc.com. This record will 

configure two IP addresses corresponding to VS, and DNS server will use polling 

mode to return one of IPs to realize load balancing. 

3.4.2 Device cluster 

Venusense ADC can realize clustered deployment up to 32 ADC devices, and 

multiple ADC devices can share the traffic processing and redundancy. ADC devices in 

the cluster can be different models and with different processing capabilities, so for the 

upgrading devices, they can also be reconnected to the cluster. Through the cluster 

deployment, enterprises can maximize service resilience and maximize device investment 

income. 

The full operating mode can be adopted when deploying the cluster, i.e. all devices 

can participate in forwarding traffic and backup for each other. If one of them fails, traffic 

will be switched to the rest devices; N + 1 mode can also be used, i.e. a device can be 

used as backup for other N sets of devices. Under normal circumstances, it will not back 

up the device and will not forward traffic, and will take over the traffic when one device 

fails. N + 1 mode can prevent traffic peak in another device when a device is malfunction. 

http://www.abc.com/





































































